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IMAGE BASED TRACKING
CROSS-REFERENCE TO RELATED APPLICATIONS

This application is a U.S. National Stage of PCT Application Serial No. PCT/CN2012/000762, entitled “IMAGE BASED TRACKING” and filed on Jan. 7, 2012, which claims priority to U.S. provisional application No. 61/457,813, entitled “An Affine Warping Method to Solve the Feature Motion Decorrelation Problem in Ultrasound Image Based Tracking” and filed on Jun. 9, 2011; and which also claims priority to U.S. provisional application No. 61/631,815, entitled “Method of Image Analysis Based on an Ultrasound Image Sequence for Automatic Mitral Leaflet Tracking” and filed on Jan. 12, 2012. The entities of the aforementioned applications are herein incorporated by reference.

TECHNICAL FIELD

This disclosure generally relates to image analysis, and more specifically, to facilitation of image motion analysis.

BACKGROUND

Mechanical properties of soft tissue correlate with various pathologies. For example: cancerous tissue is often stiffer than non-cancerous tissue; cirrhosis liver tissue is stiffer than normal liver tissue; and an ischemic heart often exhibits abnormal contraction/relaxation of myocardial tissues. The correlation between mechanical properties and pathologies can aid in the diagnosis of pathologies.

Elasticity imaging is a non-invasive method for measuring mechanical properties of soft tissue, which facilitates the diagnosis of various pathologies. Images are taken of soft tissue before and after application of a mechanical force. The images are correlated, and motion or deformation of the tissue can be inferred through a motion tracking algorithm.

An example of a motion tracking algorithm that can be used with elasticity imaging is speckle tracking. When the imaging modality is ultrasound imaging, speckles are formed when transmitted ultrasound waves are reflected by tissues and interfere with each other. Speckle tracking is based on the assumption that speckle patterns remain unchanged before and after tissue motion. The assumption that speckle patterns remain unchanged is used as the basis of motion tracking algorithms; however, speckle patterns do change after tissue deformation. Due to the change in speckle patterns after tissue deformation ("feature-motion decorrelation"), speckle tracking algorithms cannot reveal true motion. Accordingly, speckle tracking algorithms lead to inaccurate estimation of tissue motion and improper inference of mechanical properties.

Motion tracking and geometry are also used in the diagnosis of various pathologies. For example, the mitral valve is a thin leaflet structure that lies between the left atrium and the left ventricle of the heart to control the direction of blood flow. Mitral valve related disease, such as mitral regurgitation, is the most common valvular heart disease. Imaging the heart and acquiring patient specific geometry features of the mitral valve, as well as tracking motion of the mitral valve, can facilitate diagnosis of valvular heart disease and/or assist with surgical intervention for valve repair.

Among various modalities, real time three dimensional echocardiography provides a noninvasive way to model the three dimensional geometry of the mitral valve and to capture its fast motion. To generate a comprehensive mitral valve model, the mitral leaflet is tracked throughout the echocardiographic sequence. To track an object, such as the mitral leaflet, the object is located and segmented throughout an image sequence. The location and segmentation of the mitral leaflet can be done manually, but manual delineation is both labor-intensive and prone to large variance. The variance is especially large for three dimensional images, when only two-dimensional projections or slices of volumetric data can be displayed and processed by the operator at a time. Tracking algorithms are able to track certain objects in natural image analysis. However, tracking the mitral leaflet is extremely difficult and no algorithms exist for such tracking. The mitral valve is especially hard to track due to a lack of reliable features, as well as fast and irregular valve motion.

The above-described background is merely intended to provide an overview of contextual information regarding motion tracking algorithms, and is not intended to be exhaustive. Additional context may become apparent upon review of one or more of the various non-limiting embodiments of the following detailed description.

SUMMARY

The following presents a simplified summary of the specification in order to provide a basic understanding of some aspects of the specification. This summary is not an extensive overview of the specification. It is intended to neither identify key or critical elements of the specification nor delineate any scope of particular embodiments of the specification, or any scope of the claims. Its sole purpose is to present some concepts of the specification in a simplified form as a prelude to the more detailed description that is presented later.

In accordance with one or more embodiments and corresponding disclosure, various non-limiting aspects are described in connection with facilitation of image motion analysis techniques. Non-limiting embodiments facilitate determination of mechanical properties with compensation of feature motion decorrelation. Further non-limiting embodiments facilitate object tracking through segmentation without user interaction or training data.

In accordance with a non-limiting aspect, systems and methods are described that facilitate determination of mechanical properties through elasticity imaging. According to a non-limiting embodiment, a system is described that includes an image warping component and an estimation component. The image warping component is configured to warp an image according to a locally affine model to produce a warped first image. The estimation component is configured to search for a pattern that matches between the warped first image and a second image as a function of a predefined matching measure. The estimation component is further configured to estimate a motion parameter based on the pattern. The system includes a memory that stores the components and a processor that facilitates execution of one or more of the components.

In a further non-limiting embodiment, a method is described that includes warping, by a system including a processor, an image according to a locally affine model to produce a warped first image. The method further includes searching, by the system, for a pattern that matches between the warped first image and a second image as a function of a predefined matching measure and estimating, by the system, a motion parameter based on the pattern.

In another non-limiting embodiment, a computer-readable storage medium is described that has computer-executable instructions stored thereon that, in response to execution, cause a device including a processor to perform operations.
The operations include at least: receiving a first image and a second image; initializing a motion parameter; warping the first image according to a locally affine model; searching for a match between the warped first image and the second image according to a pre-defined matching measure; and estimating a value for the motion parameter based on the match.

According to another non-limiting aspect, systems and methods are described that facilitate automatic object tracking without additional user interaction or training data. According to a non-limiting embodiment, a system is described that includes a conversion component that facilitates conversion of an image sequence to an input matrix that includes a column that is a vectorized image from the image sequence. The system also includes a component configured to approximate the input matrix with a low rank matrix that has a lower rank than the input matrix. The system also includes a detection component configured to detect one or more outliers of the input matrix. The system includes a memory that stores the components and a processor that facilitates execution of one or more of the components.

In another non-limiting embodiment, a method is described that includes converting, by a system including a processor, an image sequence into an input matrix. A column of the input matrix is a vectorized image from the image sequence. The method also includes approximating, by the system, the input matrix with a low rank matrix with a lower rank than the input matrix. The method further includes detecting, by the system, one or more outliers of the input matrix.

In another non-limiting embodiment, a computer-readable storage medium is described that has computer-executable instructions stored thereon that, in response to execution, cause a device including a processor to perform operations. The operations include at least: converting an image sequence into an input matrix with column of the input matrix being a vectorized image from the image sequence; approximating the input matrix with a low rank matrix with a lower rank than the input matrix; and detecting one or more outliers of the input matrix.

The following description and the drawings set forth certain illustrative aspects of the specification. These aspects are indicative, however, of but a few of the various ways in which the various embodiments of the specification may be employed. Other aspects of the specification will become apparent from the following detailed description of the specification when considered in conjunction with the drawings.

**BRIEF DESCRIPTION OF THE DRAWINGS**

Numerous aspects and embodiments are set forth in the following detailed description, in which like reference characters refer to like parts throughout, and in which:

FIG. 1 illustrates an example non-limiting system that facilitates image analysis with compensation of feature motion decorrelation, according to an embodiment of the disclosure;

FIG. 2 illustrates an example non-limiting system that facilitates compensation of feature motion decorrelation, according to an embodiment of the disclosure;

FIG. 3 illustrates an example non-limiting system that optimizes a motion parameter to facilitate compensation of feature motion decorrelation, according to an embodiment of the disclosure;

FIG. 4 is an example non-limiting process flow diagram of a method that facilitates image analysis with compensation of feature motion decorrelation, according to an embodiment of the disclosure;

FIG. 5 is an example non-limiting process flow diagram of a method that facilitates compensation of feature motion decorrelation, according to an embodiment of the disclosure;

FIG. 6 is an example non-limiting process flow diagram of a method that optimizes a motion parameter to facilitate compensation of feature motion decorrelation, according to an embodiment of the disclosure;

FIG. 7 is an example non-limiting input image from a three dimensional ultrasound study, according to an embodiment of the disclosure;

FIGS. 8-10 are example non-limiting graphs of mean correlation coefficients of image patterns with respect to motion in the three dimensional ultrasound study, according to an embodiment of the disclosure;

FIGS. 11-13 are example non-limiting graphs of mean square errors with respect to motion in the three dimensional ultrasound study, according to an embodiment of the disclosure;

FIG. 14 is an example non-limiting input image of a two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 15 is an example non-limiting correlation coefficient for the coupled filtering method under 2% compression of the two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 16 is an example non-limiting correlation coefficient for the affine warping method under 2% compression of the two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 17 is an example non-limiting correlation coefficient for the companding method under 2% compression of the two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 18 is an example non-limiting axial strain estimation for the coupled filtering method under 2% compression of the two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 19 is an example non-limiting axial strain estimation for the affine warping method under 2% compression of the two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 20 is an example non-limiting axial strain estimation for the companding method under 2% compression of the two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 21 is an example non-limiting correlation coefficient for the coupled filtering method under 5% compression of the two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 22 is an example non-limiting correlation coefficient for the affine warping method under 5% compression of the two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 23 is an example non-limiting correlation coefficient for the companding method under 5% compression of the two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 24 is an example non-limiting axial strain estimation for the coupled filtering method under 5% compression of the two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 25 is an example non-limiting axial strain estimation for the affine warping method under 5% compression of the
two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIG. 26 is an example non-limiting axial strain estimation for the compounding method under 5% compression of the two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure;

FIGS. 27-29 are example non-limiting graphs of mean correlation coefficients of image patterns with respect to motion in a three dimensional ultrasound simulation study, according to an embodiment of the disclosure;

FIG. 30 is an example non-limiting graph illustrating the mean square error of lateral strain motion estimates, according to an embodiment of the disclosure;

FIG. 31 is an example non-limiting graph illustrating the mean square error of axial-lateral shear strain motion estimates, according to an embodiment of the disclosure;

FIG. 32 is an example non-limiting graph illustrating the mean square error of lateral rotation motion estimates, according to an embodiment of the disclosure;

FIG. 33 is an example non-limiting correlation coefficient estimation for the affine warping method under 2% compression of a two dimensional tissue mimicking phantom;

FIG. 34 is an example non-limiting axial strain estimation for the affine warping method under 2% compression of a two dimensional tissue mimicking phantom;

FIG. 35 is an example non-limiting correlation coefficient for the affine warping method under 5% compression of a two dimensional tissue mimicking phantom;

FIG. 36 is an example non-limiting axial strain estimation for the affine warping method under 5% compression of a two dimensional tissue mimicking phantom;

FIG. 37 illustrates an example non-limiting system that facilitates segmentation and tracking of a feature of an object within a sequence of images, according to an embodiment of the disclosure;

FIG. 38 illustrates an example non-limiting system that facilitates converting an image sequence into an input matrix, according to an embodiment of the disclosure;

FIG. 39 illustrates an example non-limiting system that facilitates modeling an input matrix as a low rank matrix and a set of outliers, according to an embodiment of the disclosure;

FIG. 40 is an example non-limiting process flow diagram of a method that facilitates analysis of a series of images, according to an embodiment of the disclosure;

FIG. 41 is an example non-limiting process flow diagram of a method that facilitates detection of outliers corresponding to a feature of an image, according to an embodiment of the disclosure;

FIG. 42 is an example non-limiting process flow diagram of a method that facilitates segmentation and tracking of a feature of an image through iteratively minimizing an energy function, according to an embodiment of the disclosure;

FIG. 43 is an example non-limiting illustration showing the feasibility of the matrix spectral analysis procedure, according to an embodiment of the disclosure;

FIG. 44 is an example non-limiting results of tracking the mitral valve via matrix spectral analysis of a sequence of two dimensional echocardiographic images, according to an embodiment of the disclosure;

FIG. 45 is an example non-limiting results of tracking the mitral valve via matrix spectral analysis of a sequence of three dimensional echocardiographic images, according to an embodiment of the disclosure;

FIG. 46 illustrates an example computing environment in which the various embodiments described herein can be implemented; and

FIG. 47 illustrates an example of a computer network in which various embodiments described herein can be implemented.

DETAILED DESCRIPTION

Various aspects or features of this disclosure are described with reference to the drawings, wherein like reference numerals are used to refer to like elements throughout. In this specification, numerous specific details are set forth in order to provide a thorough understanding of the disclosure. It should be understood, however, that the certain aspects of the disclosure may be practiced without these specific details, or with other methods, components, materials, etc. In other instances, well-known structures and devices are shown in block diagram form to facilitate description and illustration of the various embodiments.

In accordance with one or more embodiments described in this disclosure, various non-limiting aspects are described in connection with image motion analysis techniques. Non-limiting embodiments facilitate determination of mechanical properties with compensation of feature motion decorrelation. Further non-limiting embodiments facilitate object tracking through segmentation without user interaction or training data.

Feature Motion Decorrelation

In accordance with one or more embodiments described in this disclosure, various non-limiting aspects are described in connection with determination of mechanical properties of an object with compensation of feature motion decorrelation. Feature motion decorrelation is compensated for through an affine warping process. A first image of the object is warped according to a locally affine model. The warped image and a second image of the object are compared, and a match between the warped image and the second image is discovered. A value for a motion parameter is estimated based on the match. The motion parameter can be used to facilitate determination of the mechanical properties.

Referring now to the drawings, reference initially to FIG. 1, illustrated is an example non-limiting system 100 that facilitates image analysis through feature motion decorrelation, according to an embodiment of the disclosure. The system 100 can facilitate determination of mechanical properties of an object through elasticity imaging. Elasticity imaging facilitates determination of mechanical properties based on images taken of the object before and after application of a mechanical force to the object and after application of the mechanical force. The images can be ultrasound images, computed tomography images, magnetic resonance imaging images, or any other type of images or series of images. The images can be two dimensional images or three dimensional volumes.

The system 100 includes an image warping component 102 and an estimation component 104. The system also includes a memory that stores the components and a processor that facilitates execution of one or more of the components.

System 100, through the image warping component 102 and estimation component 104, solves the feature motion decorrelation problem. The feature motion decorrelation problem exists, in an embodiment, in ultrasound-based speckle tracking to facilitate determination of characteristics of motion of an object, such as tissue motion. In order to solve the problem of feature motion decorrelation, different models can be used to model sources of speckle variation.

Such variations may be caused by the complexity in tissues and their motion. Tissues may have diverse shapes and mechanical properties (e.g., generally cancerous tissues are stiffer than normal tissues, while tissues from different organs
may have different mechanical properties, too). Thus, the interaction between tissues under mechanical forces is very complicated. Variations may also be caused by the nature of ultrasound images. Ultrasound images are formed when ultrasound waves interfere with each other after reflection. Therefore, when tissues undergo a complex motion, ultrasound waves will interfere differently to produce much more variant speckle patterns.

One model that can be used to solve the problem of feature motion decorrelation is a model that utilizes the tracking method. The compounding method which tries to model image variations caused by tissue deformation as a compression plus translation of the image. The method provides an effective approximation of the tissue deformation and is among the best methods in describing and compensating for image variations caused by tissue deformation, but the compensation of image variations will fail when tissue deformation is large.

Another modeling technique is the coupled filtering method. In the coupled filtering method, both the complex tissue motion and the nature of ultrasound images are modeled. A locally affine motion model is used to model the complex tissue motion and a linear convolution model is used to describe the interference of ultrasound waves during the imaging process.

The locally affine model is used to model complex tissue motion. For example, rigid/nongrid motion of tissues is approximated as affine motion (e.g., compression or expansion) in a local area, while the local area is predefined before motion estimation or adjusted adaptively during motion estimation. Such a local motion can be estimated either in the spatial domain or in the spectral domain. Assuming that the tissue motion is affine in a local area, the complex tissue motion problem can be eliminated by a locally affine model:

\[ x_n = M x_n + T, \]

where \( x_n \) and \( x_n' \) are positions of the \( n \)-th tissue scatterer (according to an embodiment, an ultrasound-wave-reflecting tissue element) before and after the tissue motion, respectively. \( M \) is a matrix for the affine motion, while \( T \) is a vector for the tissue translation. In such a locally affine model, different kinds of tissue motion are modeled, such as translation, compression, expansion, shearing and rotation.

The local area in the local affine model can be predefined to be small enough so that the complex tissue motion can be approximated as affine motion in the area, while at the same time it should be large enough so that enough speckle patterns exist to recognize a matched pattern. Alternatively, the local area can be adjusted adaptively during the estimation of optimal motion parameters (in this case, optimal \( M \) and \( T \)). For example, the local area can be large at first so that a coarse estimation of optimal \( M \) and \( T \) is produced. Then the local area can be reduced and a refined estimation is produced.

Based on the locally affine model, the displacement of tissues is also affine:

\[ d_n = x_n' - x_n = (M - I) X_n + T, \]

where \( d_n \) is the displacement for the \( n \)-th tissue scatterer and \( I \) is an identity matrix with the same size as \( M \). If the optimal motion parameters \( M \) and \( T \) are estimated accurately, the tissue motion in the local area is disclosed. Traditionally, if one further takes the derivative of \( d_n \) with respect to \( X_n \), strain values (e.g., normal strains and shear strains) as well as rotations can be estimated. Alternatively, since \( d_n \) is an affine function of \( X_n \), strain values and rotations are just a combination of the entries of matrix \( M \), as shown in the infinitesimal strain theory. Direct deduction of strains and rotations from optimal motion parameters can be achieved in such way.

The linear convolution model is used to describe the interference of ultrasound waves during the imaging process. The formation of speckle pattern can be well described by the following linear convolution model:

\[ I(x; X_n) = \sum_{i=1}^{N} T(X_i; X_n) * H(X), \]

where \( T(X_i; X_n) \) is the n-th tissue scatterer, \( H(X) \) denotes the point spread function (PSF) of the ultrasound system, \( N \) is the total number of tissue scatterers, and \( T(X_i; X_n) \) is the RF ultrasound image. The PSF of the ultrasound system can be interpreted as a linear system response function when only one tissue scatterer exists at the origin. The convolution model assumes that each tissue scatterer contributes independently and all tissue scatterers add up to produce a final ultrasound image.

In the linear convolution model above, each tissue scatterer can be modeled as a Dirac function:

\[ T(X_i; X_n) = a_i \delta(x - X_i), \]

where \( X_i \) is the position of the \( n \)-th tissue scatterer and \( a_i \) is reflectivity of the \( n \)-th tissue scatterer, showing how much percentage of ultrasound waves is reflected by the tissue scatterer. The PSF \( H(X) \) does not have an analytical expression in general. It depends on the ultrasound transducer (e.g., the shape and element arrangement of the ultrasound transducer, the central frequency and bandwidth of transmitted ultrasound waves, the scattering ability of tissues, etc.). In some literature, the PSF is approximated as a Gabor function. Alternatively, more accurate PSF can be calculated numerically by solving acoustic wave equations based on different imaging settings.

Based on the locally affine motion model and the linear convolution model, the coupled filtering method proposes the ultrasound images before and after tissue motion read:

\[ I(X; X_n) = \sum_{i=1}^{N} T(X_i; X_n) * H(X), \]

\[ I(X; X_n) = \sum_{i=1}^{N} T(X_i; X_n') * H(X), \]

Since the positions of tissue scatterers have been changed, the interference pattern produced in the ultrasound images before and after tissue motion may be different. This will lead to the feature motion decorrelation problem. If decorrelation can be compensated, tissue motion can then reliably be estimated.

The compensation applied by the coupled filtering mechanism is based on the following equality relationship of the RF images taken before and after tissue motion:

\[ I(MX + T; x_n) = \sum_{i=1}^{N} T(X_i; X_n') * H(MX), \]
affine motion model is used to model the complex tissue motion and a linear convolution model is used to describe the formation of ultrasound images as interference of ultrasound waves after reflection by tissues. In contrast, the affine warping employed by system 100 only uses the locally affine model to describe tissue motion. The interference of ultrasound waves during ultrasound image formation is ignored.

Affine warping employed by system 100 is different from the coupled filtering mechanism in that the compensation of speckle pattern variations is realized differently. With coupled filtering, an affine warping is applied to one of the two ultrasound images followed by applying two different filters to the two ultrasound images. System 100, in contrast, using affine warping, only warps one ultrasound image without a further filtering step, reducing the computational cost.

The affine warping method employed by system 100 employs an approximation of the coupled filtering method shown as follows:

$$I(MX + T; x_o) = \sum_{n=1}^{N} T_n(X; x_o) + H(MX) + H(X)$$

Strains and rotations can then be found directly or indirectly from the optimal motion parameters $M$ and $T$ that best satisfy

$$I(MX + T; x_o) = \sum_{n=1}^{N} T_n(X; x_o) + H(MX) + H(X)$$

The approximation shown above is only an approximate relationship. The convolution operations in the coupling filtering method are dropped. The remaining variation of speckle patterns may come from the variations of the PSF term. If the image variations from the tissue scatterer term are much larger than the variations from the PSF term, the approximation above provides a good approximation of the coupled filtering method.

The affine warping method is based on $I(MX + T; x_o) = I(X; x_o)$. As in the coupled filtering method, an affine warping step is applied to one of the two images before searching for matched patterns. No filtering step is applied. Accordingly, image warping component 102 warps an image according to a locally affine model to produce a warped first image without employing a filtering method before the estimation component 104 searches for a match between the warped first image and a second image as a function of a pre-defined matching measure.

The affine warping method obtains additional advantages over the coupled filtering method because it neither assumes a uniform PSF nor requires knowledge about the PSF. The affine warping method is not restricted to RF images and is able to work on B-mode images as well. As the convolution operation has been dropped, the computation (e.g., by processor 108) is faster for the affine warping method compared to the coupled filtering method. In order to further accelerate the search of optimal motion parameters, different computational devices with differing processors (e.g., multi-core CPUs, workstations, clusters, GPUs, GPU clusters) can also be used.

Referring now to FIG. 2, illustrated is an example non-limiting system 200 that facilitates compensation of feature motion decorrelation through affine warping, according to an embodiment of the disclosure. A first image 202 and a second image 204 are fed into the system 200. In an embodiment, the first image 202 and the second image 204 can be sets of images. The first image and the second image can correspond to an image taken before application of a mechanical force and an image taken after application of the mechanical force. It will be understood that the definition of the first and second image as before and after mechanical force application does not matter. For example, the first image could be after application of the mechanical force and the second image could be before application of the mechanical force.

The image warping component 202, the first image 202 according to a locally affine model to produce a warped first image 206 (or warped first set of images). The warped
first image \(206\) and the second image \(204\) are fed into the estimation component \(104\). The estimation component \(104\) searches for a match between the warped first image \(206\) and a second image \(204\) as a function of a pre-defined matching measure (matching component \(208\)), and estimate a motion parameter based on the match (parameter component \(210\)). The estimation component \(104\) can facilitate the estimation of tissue motion and the removal of tissue pattern variations caused by the tissue motion by applying an inverse motion field to the image to recover tissue motion.

The matching component \(208\) can employ one or more matching measures to find the match. The matching measures can include a correlation coefficient between the warped first image \(206\) and the second image \(204\), a sum of squared differences between the warped first image \(206\) and the second image \(204\), a sum of absolute distance between the warped first image \(206\) and the second image \(204\).

The parameter component \(210\) can facilitate the estimation of motion parameter. In an embodiment, the motion parameter can be \(M\) from the equation:

\[
E_{MM} = E_{MM} + \frac{\partial E_{MM}}{\partial M} \cdot M
\]

In another embodiment, the motion parameter estimated can also include \(T\).

Parameter component \(210\) can also include a constraint component that facilitates the estimation of the motion parameter according to one or more constraints. The constraint component can employ different mathematical models to better estimate tissue motion and compensate for speckle pattern variations caused by tissue motion.

In an embodiment, the constraints can relate to a property of an imaged object. The constraints can be smoothness constraints. When the object is biological tissue, the smoothness constraints ensure that the motion of neighboring tissues is similar. The constraints can also be deformation constraints. When the object is biological tissue, the smoothness constraints ensure that the motion of neighboring tissue is similar. The smoothness constraints assume that tissue motion at other positions can be interpolated from the motion of control points. When the object is biological tissue, the constraints can also be deformation constraints, which can relate to an incompressibility of the biological tissue.

Referencing now to FIG. 3, illustrated is an example non-limiting system \(300\) that optimizes a motion parameter to facilitate compensation of feature motion decorrelation, according to an embodiment of the disclosure. System \(300\) receives inputs of a first image \(202\) or set of images and a second image \(204\) or set of images. The first image \(202\) and the second image \(204\) can be taken before and after application of a mechanical force. If the object is biological tissue, the images can be taken before and after tissue motion.

The output of system \(300\) is an optimal motion parameter \(310\) or a set of optimal motion parameters (e.g., optimal \(M\) and \(T\)). The optimal motion parameter \(310\) enables an optimal compensation of speckle pattern variations. Normal strains, shear strains as well as rotation angles can then be estimated from the optimal motion parameter \(M\) based on the infinitesimal strain theory. In such cases, tissue motion is estimated directly, because strains and rotations are simple combinations of the entries of \(M\). In RF images, such method achieves reasonably good results since enough high frequency components are available. However, for motion estimation in B mode images, a traditional indirect method is recommended, which estimates displacements based on the optimal motion parameters \(M\) and \(T\). Then strains and/or rotations are estimated by taking partial derivatives of the estimated displacements.

Initialization component \(302\) initializes the motion parameter(s) \(304a, \ldots, 304d\). System \(300\) iterates through a series of candidate motion parameters by warping first image \(202\) to the first warped image \(206\) by the image warping component \(102\), inputting the warped first image \(206\) and the second image into the estimation component \(104\). A compensation of speckle pattern variations is achieved through the estimation component \(104\) using each candidate of motion parameters, and some criteria are used to decide whether the compensation is optimal by the optimization component \(306\). If the current candidate achieves an optimal compensation, the optimal motion parameters will be exported as the optimal motion parameter \(310\).

The optimization component \(306\) can use quantitative measures to decide whether an optimal compensation is present. For example, the compensation of speckle pattern variations is optimal if the patterns are the most similar to each other. Matching metrics, such as the sum of absolute difference (SAD), sum of squared difference (SSD), and/or correlation coefficient (CC), can be used in both the search of matched patterns and the evaluation of pattern similarity.

The search for the optimal motion parameter(s) \(310\) can be achieved by the optimization component \(310\) by enumerating all possible candidates of motion parameters under additional constraints (e.g., a tissue incompressibility constraint, a contraction of the search space, a time threshold or computation threshold, such as time limit or processing cycle limit) without a multi-scale framework. Moreover, the candidate set of motion parameters can be decided online under the guidance of appropriate heuristics (e.g., gradient based methods, greedy methods, forcing a preference to some subset of candidates) without a multi-scale framework.

System \(300\) achieves the goal of the affine warping method by producing a robust and accurate estimation of tissue motion, even when tissue motion is large. For example, the optimal motion parameter(s) \(310\) is estimated directly and exported to describe the tissue motion. Estimation of strains and rotations is then generated directly or indirectly from the optimal motion parameter(s) \(310\).

It can be shown that the affine warping method employed by system \(300\) achieves similar estimation accuracy as the coupled filtering method, even when tissue motion is large. Since the affine warping method employed by system \(300\) does not invoke the convolution of the point spread function (PSF) of the ultrasound system and is used as a coupled filtering method, it is less time consuming than the coupled filtering method. Also, the affine warping method does not assume a known, invariant point spread function (PSF) and can be applied to both B mode (BM) and radio frequency (RF) ultrasound images, while coupled filtering method can only be applied to RF images.

FIGS. 4-6 illustrate methods and/or flow diagrams in accordance with embodiments of this disclosure. For simplicity of explanation, the methods are depicted and described as a series of acts that can be performed by a system including a processor. However, acts in accordance with this disclosure can occur in various orders and/or concurrently, and with other acts not presented and described in this disclosure. Furthermore, not all illustrated acts may be required to implement the methods in accordance with the disclosed subject matter. Therefore, one skilled in the art will understand and appreciate that the methods could alternatively be represented as a series of interrelated states via a state diagram or events. Additionally, it should be further appreciated that the methods disclosed in this specification are capable of being stored on an article of manufacture to facilitate transporting and transferring such methods to hardware devices.
Referring now to FIG. 4, illustrated is an example non-limiting process flow diagram of a method 400 that facilitates image analysis with compensation of feature motion decorrelation, according to an embodiment of the disclosure. The method 400 is an affine warping method. At element 402, an image is warped according to a locally affine model to produce a warped first image. At element 404, for a match between the warped first image and a second image is searched for and discovered as a pre-defined matching measure and estimating, by the system, a motion parameter based on the match. At element 406, a motion parameter is estimated based on the match.

Referring now to FIG. 5, illustrated is an example non-limiting process flow diagram of a method 500 that facilitates compensation of feature motion decorrelation, according to an embodiment of the disclosure. The method 500 is an affine warping method. At element 502, a first image or set of images and a second image or set of images are received. At element 504, the first image is warped according to an affine warping model to create a first warped image. At element 506, a match between the warped first image and the second image according to a matching metric. At element 508, a motion parameter is estimated based on the match.

Referring now to FIG. 6, illustrated is an example non-limiting process flow diagram of a method 600 that optimizes a motion parameter to facilitate compensation of feature motion decorrelation, according to an embodiment of the disclosure. The method 600 is an affine warping method. At element 602, a first image is received. At element 604, a second image is received. At element 606, a motion parameter is initialized. At element 608, the first image is warped to a first warped image. Based on the first warped image and the second image, at element 610, a matching pattern between the first warped image and the second image is searched for based on a matching metric. At element 612, a motion parameter is estimated based on the match. At element 614, it is determined whether the motion parameter is optimal. At element 616, if the motion parameter is optimal, the motion parameter is output to facilitate determination of motion and/or mechanical properties of an imaged object. At 618, if the motion parameter is not optimal, the motion parameter is adjusted and acts 608-614 are repeated with an input of the adjusted motion parameter.

FIGS. 7-36 illustrate the feasibility of the affine warping method compared to the coupled filtering method. The affine warping method is able to achieve reliable strain estimations as the coupled filtering method even though it cannot achieve strictly identical speckle patterns. It is also able to handle extremely difficult cases and it is computationally not as intensive as the coupled filtering method. The affine warping method is able to work on B mode images, while the coupled filtering method is restricted to RF images. The experimental results of FIGS. 7-36 show that the affine warping method provides similarly good performance as the coupled filtering method in compensating for feature motion decorrelation, even when tissue deformation is very large.

Referring now to FIG. 7, illustrated is an example non-limiting input image 700 from a three dimensional ultrasound study, according to an embodiment of the disclosure. Three dimensional simulation data are used to demonstrate the results of the affine warping method and to compare the results of the affine warping method to the coupled filtering method.

The three dimensional ultrasound images were generated by the Field II program, a widely accepted ultrasound image simulation tool. The transducer frequency was set as 3 MHz and the fractional bandwidth of transducer was set as 0.5. In the three dimensional simulation, a multi-row linear array of 16x16 transducer elements without kerf was used. Dynamic focusing was used to achieve a high resolution at different depths. FIG. 7 shows one slice of a simulated three dimensional ultrasound image.

Generally, in a three dimensional simulation, 2,000 tissue scatterers are uniformly distributed in a 10 mm x 10 mm x 10 mm region of interest. The size of resolution cell (e.g., the full width half maximum of the PSF) is approximately 0.6 mm x 1.8 mm x 1.8 mm. There are on average about 4 tissue scatterers in each resolution cell. The associated reflectance coefficients of tissue scatterers follow a Gaussian distribution and are bounded between 0 and 1. The sampling rates along the axial, lateral and elevational direction are 20 pixels/mm, 10 pixels/mm and 10 pixels/mm, respectively. The size of the three dimensional ultrasound images is 201 x 101 x 101 voxels.

After constructing the first ultrasound image volume as the reference, the motion of tissue scatterers were simulated according to:

\[
x'_i = M_i x_i + T
\]

The Field II program was used again to construct the second ultrasound image volume. Three types of three dimensional affine motion were simulated, including lateral compression expansion (i.e., compression expansion primarily along the lateral direction), shearing along the axial-lateral plane (i.e., the strain axis is perpendicular to the beam direction) and lateral rotation (i.e., the rotation axis is perpendicular to the beam direction). The three cases are chosen because speckle pattern variations are the largest, while more types of locally affine motion yield similar results and are not discussed here. In all three cases, the translation vector T is zero, assuming the center of the region of interest (ROI) locates at the origin. The M matrix for the three types of three dimensional affine motion is shown as follows:

Lateral Compression Expansion

\[
M = \begin{bmatrix}
1 + 0.5 \epsilon & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 + 0.5 \epsilon
\end{bmatrix}
\]

Shearing Along the Axial-Lateral Plane

\[
M = \begin{bmatrix}
1 & \epsilon & 0 \\
\epsilon & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

Lateral Rotation

\[
M = \begin{bmatrix}
1 & 0 & \theta \\
0 & 1 & 0 \\
-\theta & 0 & 1
\end{bmatrix}
\]

Referring now to FIGS. 8-10, illustrated are example non-limiting graphs of mean correlation coefficients of matched patterns with respect to motion in the three dimensional ultrasonic images.
sound study, according to an embodiment of the disclosure. FIG. 8 illustrates mean correlation coefficients for the case of lateral compression/expansion. FIG. 9 illustrates mean correlation coefficients for the case of shearing along the axial-lateral plane. FIG. 10 illustrates mean correlation coefficients for the case of lateral rotation. In all three cases, affine warping 804 is compared to coupled filtering 802 and no compensation 806.

A window containing 25 x 37 x 37 pixels was used to search for a matched pattern in the other image volume. Correlation coefficient (CC) was used as the matching metric and the mean of correlation coefficients for each window was calculated. A total of 9 x 9 x 9 = 729 windows were used.

For the compression/expansion case (FIG. 8), the applied normal strain varies from -20% to 20% with a step of 1%. For the shearing case (FIG. 9), the applied shear strain varies from -10% to 10% with a step of 1%. For the rotation case (FIG. 10), the applied rotation angle varies from -0.1 rad to 0.1 rad with a step of 0.01 rad. All three cases included extremely large motion situations.

In the cases of lateral compression expansion, mean correlation coefficients remain close to one for the coupled filtering method 802, showing that the coupled filtering method is able to recover identical speckle patterns. In some extreme cases (e.g., applied normal strains larger than 15%), the mean correlation coefficients start to drop. While in the cases of shearing along axial-lateral plane and lateral rotation, mean correlation coefficients drop gradually for the coupled filtering method 802. This is because the PSF of ultrasound system does not remain the same at different spatial positions. Thus additional speckle pattern variations are available due to the variance in the PSF. The mean correlation coefficients drop gradually for the affine warping method 804, since speckle pattern variations due to the difference in nature of ultrasound images are not compensated. The mean correlation coefficients drop dramatically without compensation of feature motion decorrelation 806.

Referring now to FIGS. 11-13, illustrated are example non-limiting graphs of mean square errors of motion deformation estimates with respect to motion in the three dimensional ultrasound study, according to an embodiment of the disclosure. FIG. 11 illustrates mean square errors for the case of lateral compression/expansion. FIG. 12 illustrates mean square errors for the case of shearing along the axial-lateral plane. FIG. 13 illustrates gradient estimation of mean square errors for the case of lateral rotation. In all three cases, affine warping 804 is compared to coupled filtering 802 and no compensation 806.

Mean square errors were calculated as the mean squared differences between the estimated motion parameters and the underlying true motion parameters. A window of the size 25 x 37 x 37 was used to search for a matched pattern in the other image volume, while the mean square error of motion estimation for all windows was calculated. A total of 9 x 9 x 9 = 729 windows were used.

For the compression/expansion case (FIG. 11), the applied normal strain varies from -20% to 20% with a step of 1%. For the shearing case (FIG. 12), the applied shear strain varies from -10% to 10% with a step of 1%. For the rotation case (FIG. 13), the applied rotation angle varies from -0.1 rad to 0.1 rad with a step of 0.01 rad. All three cases include extremely large motion situations.

In all three cases, mean square errors are relatively small for both the coupled filtering method and the affine warping method, except some extreme cases (e.g., applied normal strains larger than 15% for the case of lateral compression/expansion, applied shear strain larger than 8% for the case of shearing along axial-lateral plane and the applied rotation angle larger than 0.07 rad for the case of lateral rotation), where even the coupled filtering method may fail. Note that the zig-zag structure is due to the nature of discrete optimization and discrete input image volumes. Direct tissue motion estimation fails if feature motion decorrelation is not compensated.

Referring now to FIG. 14, illustrated is an example non-limiting input image of a two dimensional tissue mimicking gelatin phantom, according to an embodiment of the disclosure. Two dimensional phantom data experiments are also used to demonstrate the results of the affine warping method. A tissue mimicking gelatin phantom was compressed down with a controlled machine. A cylindrical region which is about 6 times stiffer than other parts was included to mimic a breast lesion. In addition, a channel filled with liquids was placed in the phantom to mimic a blood vessel, which would have the highest strain when compressed.

A 2 percent and 5 percent compression of the phantom were performed while ultrasound images before and after the compressions were recorded. The performance of the affine warping method was compared with the coupled filtering method as well as the companding method.

FIGS. 15-17 illustrate exemplary correlation coefficients for the coupled filtering method (FIG. 15), the affine warping method (FIG. 16) and the companding method (FIG. 17) in the 2 percent compression case. A window containing 113 x 31 pixels was used to search for a matched pattern in the other image and correlation coefficient was chosen as the matching metric. A total of 385 x 257 = 98945 windows were used, and the correlation coefficient for each window was calculated and displayed. In the 2 percent case, tissue deformation and speckle pattern variations are not large.

For all the three methods, mean correlation coefficients above 0.9 were achieved, which demonstrate that most of speckle pattern variations have been compensated. The mean correlation coefficients for the coupled filtering method, the affine warping method and the companding method are 0.96, 0.95 and 0.92, respectively. The coupled filtering method and the affine warping method are able to reduce more speckle pattern variations than the companding method. The performance of the affine warping method is similar to the coupled filtering method.

For all the three methods, correlation coefficients drop dramatically in the channel region. This is because tissue motion in the region of channel is different from the region of gelatin, and the local area used in the three methods is not small enough so that the estimation of tissue motion in the channel region is corrupted by different kinds of tissue motion. A smaller correlation window size will improve the estimation around the channel region, but estimation accuracy in the gelatin region will be sacrificed since speckle patterns will not be enough for robust tracking.

FIGS. 18-20 illustrate example axial strain estimations for the coupled filtering method (FIG. 18), the affine warping method (FIG. 19) and the companding method (FIG. 20) in the 2 percent compression case. A window containing 113 x 31 pixels was used to search for a matched pattern in the other image and the estimated axial strains for each window was displayed. A total of 385 x 257 = 98945 windows were used. In the 2 percent case, since speckle pattern variations are not large, robust estimation of tissue motion is not very difficult.

For all the three methods, low axial strains were detected in the hard inclusion region, showing that all the three methods are able to distinguish tissue regions with different stiffness. Only part of the channel region was revealed by the coupled filtering method and the affine warping method, while the
channel region revealed by the companding method is much thicker than the true region. This is mainly because the local area used in the three methods is not small enough so that the estimation of tissue motion in the channel region is corrupted by different tissue motion in other regions. Axial strain estimations in the gelatin region for the coupled filtering method and the affine warping method are not as smooth as the companding method, mainly because a tissue incompressibility constraint is used in both methods, limiting the estimation accuracy of axial strains for the sake of more accurate lateral strain estimations.

FIGS. 21-23 illustrate exemplary mean correlation coefficients for the coupled filtering method (FIG. 23), the affine warping method (FIG. 24) and the companding method (FIG. 25) in the 5 percent compression case. A window containing 113 x 31 pixels was used to search for a matched pattern in the other image and correlation coefficient was chosen as the matching metric. A total of 3385 x 257 - 98045 windows were used and the correlation coefficient for each window was calculated and displayed. In the 5 percent case, tissue deformation as well as speckle pattern variations are large, which are usually considered to be difficult.

The mean correlation coefficients for the coupled filtering method and the affine warping method are 0.87 and 0.83, respectively, while the mean correlation coefficient for the companding method is 0.65. Such a significant drop of correlation coefficients indicates that the companding method is not enough to compensate for image variations in this large deformation case.

For the coupled filtering method and the affine warping method, correlation coefficients drop dramatically in the channel region. Correlation coefficients around the hard inclusion region also drop. This is because tissue motion in different regions is different, and the local area used in the two methods is not small enough so that the estimation of tissue motion in one region is corrupted by different tissue motion in other regions.

Referring now to FIGS. 24-26, illustrated are exemplary axial strain estimations for the coupled filtering method (FIG. 24), the affine warping method (FIG. 25) and the companding method (FIG. 26) in the 5 percent compression case. A window containing 113 x 31 pixels was used to search for a matched pattern in the other images and the estimated axial strain for each window was displayed. A total of 3385 x 257 - 98045 windows were used. In the 5 percent case, speckle pattern variations are large, which is considered to be difficult.

The compounding method fails to produce reliable estimation of axial strains since speckle pattern variations are not adequately compensated. For the coupled filtering method and the affine warping method, low axial strains are detected in the hard inclusion region, showing that both methods are able to distinguish tissue regions with different stiffness, even in extremely difficult cases. Only part of the channel region is revealed by the coupled filtering method and the affine warping method. Small deviation of axial strain estimation is also observed around the hard cylinder region. This is mainly because the local area used in both methods is not small enough so that the estimation of tissue motion in the channel region is corrupted by different tissue motion in other regions. Axial strain estimations in the gelatin region for the coupled filtering method and the affine warping method are not smooth enough, mainly because a tissue incompressibility constraint is used in both methods, limiting the estimation accuracy of axial strains for the sake of more accurate lateral strain estimations.

Moreover, both three dimensional simulations and two-dimensional phantom data experiments are also used to demonstrate the application of the affine warping method on B mode ultrasound images. Identical settings are adopted in simulations and phantom data experiments, and the performance of speckle tracking methods using B mode and RF ultrasound images, respectively, is compared.

In three dimensional simulation, a comparative study on the affine warping method using RF images, the affine warping method using B mode images, the direct correlation method using RF images and the direct correlation method using B mode images is conducted. The performance of the affine warping method using RF images, the affine warping method using B mode images, the direct correlation method using RF images and the direct correlation method using B mode images is compared under three cases of three dimensional tissue motion, lateral compression/expansion, shearing along the axial-lateral plane and lateral rotation, respectively. All the three cases include extremely large motion situations.

Referring now to FIGS. 27-29, illustrated are example non-limiting graphs of mean correlation coefficients of matched patterns with respect to motion in a three dimensional ultrasound simulation study, according to an embodiment of the discussion. FIG. 27 corresponds to lateral compression/expansion; FIG. 28 corresponds to shearing along the axial-lateral plane; and FIG. 29 corresponds to lateral rotation. Affine warping RF is shown at element 2702, affine warping B mode is shown at element 2704, no compensation RF is shown at element 2706, and no compensation B mode is shown at 2708.

In all three cases, much higher mean correlation coefficients are achieved by the two methods using B mode images, partially because phase information has been discarded in B mode images. For example, when tissues undergo complex motion, the phase information in RF images changes a lot, which leads to a dramatic drop of correlation coefficients when matching. In conclusion, speckle pattern variations are much smaller in B mode images than in RF images.

Referring now to FIGS. 30-32, illustrated are example mean square errors of motion estimation with respect to 3-D tissue motion in the three cases mentioned above. FIG. 30 corresponds to lateral compression/expansion; FIG. 31 corresponds to shearing along the axial-lateral plane; and FIG. 32 corresponds to lateral rotation. Affine warping RF is shown at element 2702, affine warping B mode is shown at element 2704, no compensation RF is shown at element 2706, and no compensation B mode is shown at 2708.

In all three cases, mean square errors remain close to zero for the affine warping method using RF images, except some extreme cases (e.g., applied shear strain larger than 8% for the case of axial-lateral shearing and applied rotation angle larger than 0.05 rad for the case of lateral rotation). On the other hand, mean square errors may gradually increase for the affine warping method using B mode images (e.g., in the case of lateral compression/expansion), mainly because speckle patterns are not enough for robust strain estimation in B mode images. Tissue motion estimation may fail if feature motion decorrelation is not compensated, while the performance of the direct correlation method using B mode images is slightly better than the direct correlation method using RF images, because speckle pattern variations are much smaller in B mode images.

In a two-dimensional phantom data experiment, a comparative study on the affine warping method using B mode images and the affine warping method using RF images was conducted. The performance of B mode affine warping and
RF images affine warping were compared under the compression of the tissue mimicking gelatin phantom. The phantom is compressed down by 2 percent and 5 percent, respectively. In the 2 percent case, tissue deformation is not large and robust estimation of tissue motion is not extremely difficult, while in the 5 percent case, tissue deformation is large and considered to be difficult.

Referring now to FIG. 33, illustrated is an example non-limiting correlation coefficient for the affine warping method for B mode under 2% compression of a two dimensional tissue mimicking phantom. Compared to FIG. 16, which shows the correlation coefficient for the affine warping method for RF mode under 2% compression of a two dimensional tissue mimicking phantom, the affine warping method of FIG. 33, which uses B mode images, is able to achieve mean correlation coefficients close to 1 everywhere (e.g., around 0.995 even if it is in the channel region), while correlation coefficients drop dramatically in the channel region for the affine warping method using RF images (note that for the affine warping method using B mode images, slightly lower correlation coefficients in the channel region is also observed). This is partially because speckle pattern variations are much smaller in B mode images than in RF images.

Referring now to FIG. 34, illustrated is an example non-limiting axial strain estimation for the affine warping method for B mode under 2% compression of a two dimensional tissue mimicking phantom. FIG. 16 which illustrates an axial strain estimation for the affine warping method for RF under 2% compression of a two dimensional tissue mimicking phantom, FIGS. 34 and 16 provide a qualitative validation of axial strain estimation for the affine warping method for B mode and RF images.

Axial strains are deduced directly from the optimal motion parameters for the affine warping method using RF images, while for the affine warping method using B mode images, speckle patterns are not enough for robust strain estimation and the axial strains are produced indirectly from the estimated displacements. The affine warping methods using both B mode images and RF images are able to characterize the hard inclusion and the channel region correctly, demonstrating a similar performance of strain estimation between the affine warping method using B mode images and RF images. Although speckle patterns are not rich enough (i.e., without enough fine textures) for robust strain estimation in B mode images, tissue displacements can be estimated robustly. Axial strain estimations derived from differentiation of estimated tissue displacements show reasonably good performance. Axial strain estimations in the gelatin region as gradients of estimated displacements are not smooth enough. This is partially because the gradient operation amplifies noises in the estimation.

Referring now to FIG. 35, illustrated is an example non-limiting correlation coefficient for the affine warping method for B mode under 5% compression of a two dimensional tissue mimicking phantom. Compared to FIG. 22, which shows the correlation coefficient for the affine warping method for RF mode under 5% compression of a two dimensional tissue mimicking phantom, the affine warping method using B mode images of FIG. 35 is able to achieve mean correlation coefficients close to 1 everywhere (e.g., around 0.99 to even if it is in the channel region), while correlation coefficients drop dramatically in the channel region for the affine warping method using RF images (note that for the affine warping method using B mode images, correlation coefficients are also slightly smaller in the channel region).

Referring now to FIG. 36, illustrated is an example non-limiting axial strain estimation for the affine warping method for B mode under 5% compression of a two dimensional tissue mimicking phantom. FIG. 25 which illustrates an axial strain estimation for the affine warping method for RF under 5% compression of a two dimensional tissue mimicking phantom, FIG. 25 provides a qualitative validation of axial strain estimation for the affine warping method for B mode and RF images.

Axial strains are determined directly from the optimal motion parameters for the affine warping method using RF images, while for the affine warping method using B mode images, the axial strains are produced from the estimated displacements. The affine warping methods using both B mode images and RF images are able to characterize the hard inclusion and the channel region correctly, demonstrating that a similar performance of strain estimation between the affine warping method using B mode images and RF images, even when tissue motion is very large. In such difficult case, tissue displacements is estimated robustly, and axial strain estimations derived from differentiation of estimated tissue displacements show reasonably good performance. Axial strain estimations in the gelatin region as gradients of estimated displacements are not smooth enough. This is partially because the gradient operation amplifies noises in the estimation.

Object Tracking

In accordance with one or more embodiments described in this disclosure, various non-limiting aspects are described in connection with object tracking through segmentation without user interaction or training data. An object can be tracked through an image sequence by converting the image sequence into an input matrix, approximating the input matrix with a low rank matrix having a lower rank than the input matrix, and detecting outliers of the input matrix. The outliers correspond to the tracked object.

Referring now to the drawings, with reference initially to FIG. 37, illustrated is an example non-limiting system 3700 that facilitates segmentation and tracking of an object within a sequence of images, according to an embodiment of the disclosure. The sequence of images can include two dimensional images or three dimensional volumes. The sequence of images can also be an image/subsequence sequence. The image sequence can be an ultrasound image sequence, a computed tomography image sequence, a magnetic resonance imaging sequence, or any other type of imaging sequence. In an embodiment, the image sequence corresponds to an echocardiographic image sequence and the feature of the object to be tracked is the mitral leaflet.

The sequence of images is processed by converting the sequence into an input matrix. The system 3700 includes a conversion component 3702 that facilitates conversion of the sequence of images to the input matrix. The column index of the input matrix corresponds to the feature of the sequence of images. A column of the input matrix is a vectorized image related to the sequence of images. In an embodiment, each column of the input matrix is a vectorized image related to the sequence of images.

The input matrix is approximated by a low rank matrix through a low rank approximation. The system 3700 also includes an approximation component 3704 that performs the low rank approximation. The approximation component 3704 approximates the input matrix with a low rank matrix that has a lower rank than the input matrix.

The input matrix can be approximated by a low rank matrix and a set of outliers. The low rank matrix corresponds to background portions of the image sequence. Background portions of the image correspond to parts of the image other than the feature of the object to be tracked. Outliers of the low rank
matrix correspond to the feature of the object to be tracked. The system 3700 also includes a detection component 3706 that detects one or more outliers of the low rank matrix that correspond to the feature of the object to be tracked.

The system 3700 also includes a memory 3708 that stores the components 3702-3706 and a processor 3700 that facilitates execution of one or more of the components 3702-3706.

Referring now to FIG. 38, illustrated is an example non-limiting system (corresponding to conversion component 3702) that facilitates converting an image sequence 3802 into an input matrix 3804, according to an embodiment of the disclosure. The conversion component 3702 facilitates conversion of an image sequence 3802 to an input matrix 3804.

The image sequence 3802 has a frame index \([1, 2, \ldots, n]\). The image sequence 3802 is converted to the input matrix 3804 with the column index if the input matrix 3804 corresponding to the frame index \([1, 2, \ldots, n]\) of the image sequence. Each column of the input matrix 3804 is a vectorized image from image sequence 3802. The images from the image sequence 3802 are vectorized by stacking intensity values of image pixels into a column vector in a pre-defined order. In an embodiment, the pre-defined order is a column-wise scanning order.

Referring now to FIG. 39, illustrated is an example non-limiting system (corresponding to approximation component 3704) that facilitates modeling an input matrix 3804 as a low rank matrix 3902 and a set of outliers 3904, according to an embodiment of the disclosure. The approximation component 3704 performs a low rank approximation, approximating the input matrix 3804 with a low rank matrix 3902 that has a lower rank than the input matrix and a set of outliers 3904.

More bases are used to represent the feature of the object than the rest of the object. Because more bases are used to represent the feature of the object, the outliers 3904 of the low rank matrix 3902 can be assumed to correspond to the location of the feature of the object.

FIGS. 40-42 illustrate methods and/or flow diagrams in accordance with embodiments of this disclosure. For simplicity of explanation, the methods are depicted and described as a series of acts that can be executed by a system including a processor. However, acts in accordance with this disclosure can occur in various orders and/or concurrently, and with other acts not presented and described in this disclosure. Furthermore, not all illustrated acts may be required to implement the methods in accordance with the disclosed subject matter. In addition, those skilled in the art will understand and appreciate that the methods could alternatively be represented as a series of interrelated states via a state diagram or events. Additionally, it should be further appreciated that the methods disclosed in this specification are capable of being stored on an article of manufacture to facilitate transporting and transferring such methods to hardware devices.

Referring now to FIG. 40, illustrated is an example non-limiting process flow diagram of a method 4000 that facilitates analysis of a series of images, according to an embodiment of the disclosure. The series of images can include two dimensional images or three dimensional volumes. The series of images can also be an image/subimage sequence. The series of images can be a computed tomography image sequence, a magnetic resonance imaging sequence, or any other type of imaging sequence. In an embodiment, the series of images corresponds to an echocardiographic image sequence and the method 4000 facilitates tracking of the mitral leaflet.

At 4002, an image sequence is converted to an input matrix by a system including a processor. A column of the input matrix is a vectorized image related to the image sequence. At 4004, the input matrix can be approximated, by the system, with a low rank matrix. At 4006, one or more outliers of the input matrix can be detected by the system. The one or more outliers correspond to an object to be tracked in the series of images.

Referring now to FIG. 41, illustrated is an example non-limiting process flow diagram of a method 4100 that facilitates detection of outliers corresponding to a feature of an image, according to an embodiment of the disclosure. At 4102, an image sequence is converted, by a processor, to an input matrix. At 4104, the input matrix can be decomposed as a sum of a low rank matrix and an intensity shift due to outliers. At 4106, the outliers of the low rank matrix can be detected based on the intensity shift due to outliers.

According to an embodiment, method 4100 is employed to track and segment the mitral leaflet from an ultrasound (echocardiographic) image sequence. Tracking the mitral leaflet from an ultrasound sequence is difficult due to lack of reliable features, as well as fast and irregular motion of the mitral valve. In ultrasound images, the mitral leaflet shares similar intensity and texture values with other tissues, such as myocardium. Additionally, the feature quality, such as edges, shows a large variation due to factors including probe orientation, acoustic speckle, signal dropout, acoustic shadows, and the like.

Object tracking usually relies on the computation of optical flow to find feature-point correspondence between frames. However, motion analysis in ultrasound sequences is difficult and unreliable due to the feature-motion decorrelation problem. Motion analysis is more challenging under conditions of fast motion, large deformation, and low frame rate, which is the case when imaging the mitral valve, especially in the case of three dimensional imaging of the mitral valve.

Method 4100 provides an automatic mitral leaflet tracking method without additional user interaction or training data. At 4102, an echocardiographic image sequence is converted, by a processor, to an input matrix. Frames of the echocardiographic image sequence are vectorized, and the vectorized images correspond to columns of the input matrix. At 4104, the input matrix is decomposed as a sum of a low rank matrix and an intensity shift due to outliers. The low rank matrix corresponds to background — like the myocardium. More bases are used to describe the mitral leaflet motion compared with the myocardium motion, so the outliers of the input matrix correspond to pixels of the mitral leaflet. At 4106, the outliers of input matrix can be detected based on the intensity shift due to outliers and the location of the mitral leaflet can be segmented from the myocardium and tracked through the image sequence.

The echocardiographic sequence can be composed of \(n\) images. At 4102, the echocardiographic sequence of \(n\) images is converted to the input matrix represented by \(D^{mn}\), where \(m\) is the number of pixels in the image and \(n\) is the number of images.

If no motion exists in the sequence, all images of the echocardiographic sequence are identical. Accordingly, when no motion exists, ignoring the noise in the images, \(\text{rank}(D) = 1\).

If motion does exist in the sequence, as is more realistic since cardiac motion exists, the image and the images change within a cardiac cycle, \(\text{rank}(D) > 1\). However, due to the correlation among the frames, the energy distribution in the matrix spectrum (the set of eigenvalues of the matrix) of \(D\) will concentrate on a limited number of principle components.
The cumulative distribution function (cdf) of the spectral energy of D is defined as follows:
\[
\text{cdf}(b) = \frac{\sum_{i=1}^{k} c_i^2}{\sum_{i=1}^{k} c_i^2},
\]
where \(c = \min(m, n)\) and \(c_1, \ldots, c_k\) are singular values of D in descending order. The cdf exceeds 95% for an echocardiography sequence when \(k = 2\).

The cdfs corresponding to different regions are different. For example, the valve region including the mitral leaflet has different corresponding cdfs than the cdfs corresponding to the myocardium or the blood pool. The cdf for the valve region including the mitral leaflet is lower than that of the myocardium or the blood pool. Accordingly, spectral distribution of the valve region is more spread out. This is attributed to the fact that the mitral leaflet moves much faster with larger tissue deformation compared with myocardium that moves smoothly across a cardiac cycle.

Thus, more principle components are used to describe the image variation caused by the complex motion of the mitral leaflet. In other words, given a fixed k, the residue of fitting the valve region with a rank-K matrix will be much larger compared to the residue of fitting other regions. Accordingly, at element 4104, the input matrix is decomposed as a sum of a low rank matrix and an intensity shift due to outliers. The low rank matrix corresponds to background — like the myocardium or the blood pool. Since more principle components are used to describe the image variation caused by the complex motion of the mitral leaflet, more bases are used to describe the mitral leaflet motion compared with the myocardium motion, so the outliers of the input matrix correspond to pixels of the mitral leaflet.

In other words, at element 4104, the input matrix is decomposed as a sum of the low rank matrix, an intensity shift due to the outliers, and random noise:
\[
D = B + b + E + \epsilon,
\]
where D is the input matrix, B is the low rank matrix, E is the intensity shift caused by the one or more outliers and \(\epsilon\) is the random noise.

In an embodiment, the random noise can be neglected, so the input matrix can be decomposed as the sum of the low rank matrix and an intensity shift due to the outliers:
\[
D = B + b + E.
\]

At element 4106, the outliers (with intensity shift E) of the input matrix (B) can be detected based on the intensity shift due to outliers and the location of the mitral leaflet can be segmented from the myocardium and tracked through the image sequence.

The outliers can be detected at element 4106 by comparing the intensity of an entry of the input matrix to a corresponding intensity of the low rank matrix. An outlier is determined when the intensity of the entry of the input matrix differs from the corresponding intensity of the low rank matrix.

Segmentation and tracking of a feature of an image are facilitated through minimizing and/or optimizing an energy function, according to an embodiment of the disclosure. The energy function, according to an embodiment, has four terms:

Term 1: Describing the difference between the input matrix and the low rank matrix (e.g., the sum of squared residue of fitting the input with the low rank matrix);

Term 2: Measuring a property of the low rank matrix (e.g., the rank of the low rank matrix);

Term 3: Measuring a property of absolute values of the outliers (e.g., the number of outliers); and

Term 4: Assuming that neighboring pixels belong to the same class (e.g., outliers/non-outliers).

It will be understood that the energy function can have alternate or more terms. Additionally, the energy function can omit one or more of the terms. For example, according to an embodiment, the energy function includes Term 1, Term 2, and Term 3 without including Term 4.

Minimizing or optimizing the energy function facilitates approximating the input matrix as a low rank matrix and detecting outliers of the input matrix. The minimizing or optimizing can be done, by the system, iteratively until a convergence is reached between the approximating and the detecting. An iterative method is shown in FIG. 42.

FIG. 42 shows how to perform the optimization of a method 4200 that facilitates segmentation and tracking of a feature of an image through iteratively minimizing an energy function, according to an embodiment of the disclosure. At element 4202, an image sequence is converted to an input matrix. An energy function is minimized or optimized through an iterative process from elements 4204 to 4208. In the iterative process, at element 4204, a low rank matrix is estimated to approximate the input matrix. According to an embodiment, this estimation can occur by matrix completion. At element 4206, outliers of the low rank matrix can be detected. In an embodiment, this detection can be utilized by graph cuts. At element 4208, in an embodiment, the estimation and detection can be iterated until a convergence is reached. At element 4210, a segmentation result can be output from the locations of the outliers after convergence is reached.

FIGS. 43-45 illustrate examples of mitral leaflet tracking from an echocardiographic sequence according to the systems and methods described above. FIG. 43 shows the feasibility of the matrix spectral analysis procedure for mitral leaflet tracking. FIGS. 44 and 45 show example results of mitral leaflet tracking using transesophageal echocardiographic (TEE) data.

FIG. 43 is an example non-limiting illustration 4300 showing the feasibility of the matrix spectral analysis procedure, according to an embodiment of the disclosure. Manually segmented regions of the valve 4302, the myocardium and blood pool (reference region) 4304, and the whole image 4306 is shown in (A). A plot of the cumulative distribution function of spectral energy versus k for the three regions 4302-4306 is shown in (B).

As shown in (B), the cdfs corresponding to the different regions 4302-4306 are different. The cdfs of the reference region 4304 and the whole image 4306 are higher than the cdfs of the valve region 4302. Due to the cdfs of the valve region 4302 being lower than the cdfs of the myocardium and blood pool, the spectral distribution of the valve region is more spread out than the spectral distribution of the myocardium and blood pool.

The spectral distribution of the valve region is more spread out than the spectral distribution of the myocardium and blood because the mitral leaflet moves much faster with larger tissue deformation compared to myocardium that moves smoothly across a cardiac cycle. Thus, more principle components are used to describe the image variation caused by the complex motion of the mitral leaflet. This shows that representing the image as a low rank matrix and an intensity shift due to outliers is appropriate for isolating the mitral leaflet. The low rank matrix corresponds to background — like the
myocardium or the blood pool. Since more principle components are used to describe the image variation caused by the complex motion of the mitral leaflet, more bases are used to describe the mitral leaflet motion compared with the myocardial motion.

The echocardiographic sequence can be well approximated by a low-rank matrix except for the mitral leaflet, which occupies a relatively small and connected region in the images. Thus, the problem of mitral leaflet segmentation can be formulated as outlier detection in the low-rank representation.

The following notations are used for description. Let \( \mathbf{X} \) denote the 4th pixel in the 4th frame of the sequence and \( \mathbf{S} \) be a binary matrix denoting the outlier support, i.e. \( S_{ij} = 1 \) if \( ij \) is the mitral leaflet pixel and \( S_{ij} = 0 \) otherwise. \( P_{s}(\mathbf{X}) \) represents the orthogonal projection of a matrix \( \mathbf{X} \) onto the linear space of matrices supported by \( \mathbf{S} \):

\[
P_{s}(\mathbf{X}) = \begin{cases} 0, & \text{if } S_{ij} = 0 \\ \mathbf{X}_{ij}, & \text{if } S_{ij} = 1 
\end{cases}
\]

and \( P_{s}(\mathbf{X}) \) be its complementary projection, i.e. \( P_{s}(\mathbf{X}) + P_{\complement s}(\mathbf{X}) = \mathbf{X} \).

Three norms of a matrix \( \mathbf{X} \) are used in the description.

\[
\|\mathbf{X}\|_{F} = \sqrt{\sum_{i,j} |x_{ij}|^2}
\]

is the Frobenius norm. \( \|\mathbf{X}\|_{F} \) means the nuclear norm, i.e. sum of singular values.

The task is to give an optimal estimate to \( \mathbf{S} \) that labels the outliers of the input matrix \( \mathbf{D} \) with the low-rank model \( \mathbf{B} \).

Since both \( \mathbf{B} \) and \( \mathbf{S} \) are unknown, it is required to estimate them simultaneously. The following energy can be minimized to estimate \( \mathbf{B} \) and \( \mathbf{S} \):

\[
\min_{\mathbf{B},\mathbf{S}} \frac{1}{2} \|\mathbf{P}_{s}(\mathbf{D} - \mathbf{B})\|_{F}^2 + \beta \|\mathbf{S}\|_{F}^2
\]

s.t. \( \text{rank} (\mathbf{B}) \leq K \),

where \( \mathbf{B} \) is a predefined constant. The first term penalizes the fitting residue for the non-valvular region, while the second term regularizes the sparsity of the mitral leaflet pixels.

Since the leaflet pixels should be contiguous in the image sequence both spatially and temporally, a smoothness regularizer is introduced on \( \mathbf{S} \). Consider a graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} \) is the set of vertices denoting all mon pixels in the sequence and \( \mathcal{E} \) is the set of edges connecting spatially and temporally neighboring pixels. Based on the first order Markov Random Fields (MRFs), the following energy is adopted to impose continuity on \( \mathcal{S} \):

\[
\min_{\mathbf{S}} \frac{1}{2} \|\mathbf{P}_{s}(\mathbf{D} - \mathbf{B})\|_{F}^2 + \beta \|\mathbf{S}\|_{F}^2 + \gamma \|\mathbf{Avec} (\mathbf{S})\|_1
\]

\[
= \min_{\mathbf{S}} \frac{1}{2} \|\mathbf{D} - \mathbf{B}\|_{F}^2 + \beta \|\mathbf{S}\|_{F}^2 + \gamma \|\mathbf{Avec} (\mathbf{S})\|_1
\]

The above combinatorial optimization problem can be solved exactly in polynomial time using graph cuts.

FIGS. 44 and 45 show results of the matrix spectral analysis procedure. FIG. 44 is an example non-limiting results of
tracking the mitral valve via matrix spectral analysis of a sequence of two dimensional echocardiographic images, according to an embodiment of the disclosure. FIG. 45 is an example non-limiting results of tracking the mitral valve via matrix spectral analysis of a sequence of three dimensional echocardiographic images, according to an embodiment of the disclosure. All sequences were acquired during a cardiac cycle using a Philips IE33 Ultrasound System with an S5-1 probe for two dimensional imaging (FIG. 44) and an X3-1 probe for three dimensional imaging (FIG. 45). The systems and methods were implemented in MATLAB running on a PC with a 3.4 GHz Intel i7 CPU and 8 GB RAM, taking about 30 seconds to analyze a two dimensional sequence (FIG. 44) and about 24.4 minutes to analyze a three dimensional sequence (FIG. 45). The efficiency can be improved, for example, by implementation in C or other programming languages or execution through GPU computing or other computing systems that facilitate parallel processing.

FIG. 44 shows two example results from two (A), (B) two dimensional echocardiographic image sequences. Each sequence has about 30 frames recording a cardiac cycle, with an image size of 225x300 pixels. Three frames during valve opening 4402 and 4404 are displayed from both (A) and (B) for simplicity of illustration and description. The mitral leaflet was detected (circled in each frame 4406 and 4408) as outliers of the input matrix. The low rank representation captured the global motion of myocardium, as shown in each frame 4410 and 4412.

The contour of the valve generated from the automatic method was quantitatively compared to the manual tracing of the valve. The mean absolute distance (MAD) was calculated between the contour of the valve generated from the automatic method and manual tracing. The MAD is 0.88±0.71 mm for the first sequence (A) and 0.93±0.18 mm for the second sequence (B). The MAD for (A) and (B) have the same order of magnitude with the resolution of the imaging system (≈0.5 mm).

FIG. 45 shows an example result 4500 of mitral leaflet tracking from a three dimensional echocardiographic sequence. The three dimensional echocardiographic sequence includes 17 volumes, with 80x80x80 voxels per volume. The segmentation result on a selected volume is displayed.

Three orthogonal two dimensional slices across the mitral leaflet in the volumetric data 4502-4506 are shown with segmentation results superimposed on the two-dimensional slices. A three dimensional model 4508 of the mitral leaflet generated by surface rendering is also shown.

Computing Examples

The systems and methods that facilitate image analysis described above can be implemented in software, hardware, or a combination thereof. FIGS. 46 and 47 provide hardware context for the systems and methods described above. FIG. 46 illustrates a computing environment 4600 that can be utilized in connection with the systems and methods described above. FIG. 47 illustrates a computing network 4700 that can be utilized in connection with facilitating the systems and methods described above. It should be appreciated that artificial intelligence can also be utilized to implement the systems and methods described herein.

Referencing now to FIG. 46, illustrated is an example of a suitable computing system environment 4600 in which one or more of the embodiments can be implemented. The computing system environment 4600 is just one example of a suitable computing environment and is not intended to suggest any limitation as to the scope of use or functionality of any of the embodiments. Neither should the computing environment 4600 be interpreted as having any dependency or requirement relating to any one or combination of components illustrated in the exemplary operating environment 4600.

With reference to FIG. 46, the computing system environment 4600 can include computer 4610, which can be a hand-held or non-handheld computer. The computer 4610 can merely be capable of interfacing with an imaging device (e.g., a device that records or transfers images). However, the computing system environment 4600 can be any other computing device with a processor to execute the methods described herein and a display, such as a desktop computer, a laptop computer, a mobile phone, a mobile internet device, a tablet, or the like. Components of the computer 4610 can include, but are not limited to, a processing unit 4620, a system memory 4630, and a system bus 4621 that couples various system components including the system memory to the processing unit 4620. For example, the methods described herein can be stored in the system memory 4630 and executed by the processing unit 4620.

The computer 4610 can also include a variety of computer-readable media, and can be any available media that can be accessed by computer 4610. The system memory 4630 can include computer storage media in the form of volatile and/or nonvolatile memory such as read only memory (ROM) and/or random access memory (RAM). By way of example, and not limitation, memory 4630 can also include an operating system, application programs, other program modules, and program data.

Computing devices typically include a variety of media, which can include computer-readable storage media and/or communications media, which two terms are used herein differently from one another as follows.

Computer-readable storage media can be any available storage media that can be accessed by the computer and includes both volatile and nonvolatile media, removable and non-removable media. By way of example, and not limitation, computer-readable storage media can be implemented in connection with any method or technology for storage of information such as computer-readable instructions, program modules, structured data, or unstructured data. Computer-readable storage media can include, but are not limited to, RAM, ROM, EEPROM, flash memory or other memory technology, CD-ROM, digital versatile disk (DVD) or other optical disk storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or other tangible and/or non-transitory media which can be used to store desired information. Computer-readable storage media can be accessed by one or more local or remote computing devices, e.g., via access requests, queries or other data retrieval protocols, for a variety of operations with respect to the information stored by the medium.

Communications media typically embody computer-readable instructions, data structures, program modules or other structured or unstructured data in a data signal such as a modulated data signal, e.g., a carrier wave or other transport mechanism, and includes any information delivery or transport media. The term “modulated data signal” or signals refers to a signal that has one or more of its characteristics set or changed in such a manner as to encode information in one or more signals. By way of example, and not limitation, communications media include wired media, such as a wired network or direct-wired connection, and wireless media such as acoustic, RF, infrared and other wireless media.

A user can enter commands and information into the computer 4610 through input devices 4640, such as selecting a feature of an image. A monitor or other type of display device,
The computer 4610 can operate in a networked or distributed environment using logical connections to one or more other computers, such as remote computer 4670. The logical connections depicted in Fig. 46 include a network 4671, such as a local area network (LAN) or a wide area network (WAN), but can also include other networking devices. Such networking environments are commonplace in homes, offices, enterprise-wide computer networks, intranets, and the Internet.

Referring now to Fig. 47, illustrated is a schematic diagram of an exemplary networked or distributed computing environment 4700. The computing environment 4700 comprises computing devices 4710, 4712, etc., and computing objects or devices 4720, 4722, 4724, 4726, 4728, etc., which can include programs, methods, data stores, programmable logic, etc., as represented by applications 4730, 4732, 4734, 4736, 4738. It can be appreciated that objects 4710, 4712, etc., and computing objects or devices 4720, 4722, 4724, 4726, 4728, etc., can comprise different devices, such as remote controllers, PDAs, audio/video devices, mobile phones, MP3 players, laptops, etc.

Each object 4710, 4712, etc., and computing objects or devices 4720, 4722, 4724, 4726, 4728, etc., can communicate with one or more other objects 4710, 4712, etc., and computing objects or devices 4720, 4722, 4724, 4726, 4728, etc., by way of the communications network 4740, either directly or indirectly. Even though illustrated as a single element in Fig. 47, the network 4740 can comprise other computing objects and computing devices that provide services to the system of Fig. 47, and/or can represent multiple interconnected networks, which are not shown. Each object 4710, 4712, etc., or 4720, 4722, 4724, 4726, 4728, etc., can also contain an application, such as applications 4730, 4732, 4734, 4736, 4738, that might make use of an API, or other object, software, firmware and/or hardware, suitable for communication with various components relating to mechanical property measurement as provided in accordance with various embodiments.

There are a variety of systems, components, and network configurations that support distributed computing environments. For example, computing systems can be connected together by wired or wireless systems, by local networks or widely distributed networks. Currently, many networks are coupled to the Internet, which provides an infrastructure for widely distributed computing and encompasses many different networks, though any network infrastructure can be used for exemplary communications made incident to the techniques as described in various embodiments.

As a further non-limiting example, various embodiments described herein apply to any handheld, portable and other computing devices and computing objects of all kinds are contemplated for use in connection with the various embodiments described herein, i.e., anywhere that a device can request pointing based services. Accordingly, the general purpose remote computer described below in Fig. 47 is but one example, and the embodiments of the subject disclosure can be implemented with any client having network/bus interoperability and interaction.

Although not required, any of the embodiments can partly be implemented via an operating system, for use by a developer of services for a device or object, and/or included within application software that operates in connection with the operable component(s). Software can be described in the general context of computer executable instructions, such as program modules, being executed by one or more computers, such as client workstations, servers or other devices. Those skilled in the art will appreciate that network interactions can be practiced with a variety of computer system configurations and protocols.

What has been described above includes examples of the embodiments of the subject disclosure. It is, of course, not possible to describe every conceivable combination of components or methods for purposes of describing the claimed subject matter, but it is to be appreciated that many further combinations and permutations of the various embodiments are possible. Accordingly, the claimed subject matter is intended to embrace all such alterations, modifications, and variations that fall within the spirit and scope of the appended claims. Further, the order in which some or all of the process blocks appear in each process should not be deemed limiting. Rather, it should be understood that some of the process blocks can be executed in a variety of orders that are not illustrated in this disclosure. Moreover, the above description of illustrated embodiments of this disclosure, including what is described in the Abstract, is not intended to be exhaustive or to limit the disclosed embodiments to the precise forms disclosed. While specific embodiments and examples are described in this disclosure for illustrative purposes, various modifications are possible that are considered within the scope of such embodiments and examples, as those skilled in the relevant art can recognize.

In particular and in regard to the various functions performed by the above described components, modules, systems and the like, the terms used to describe such components are intended to correspond, unless otherwise indicated, to any component which performs the specified function of the described component (e.g., a functional equivalent), even though not structurally equivalent to the disclosed structure, which performs the function in the herein illustrated exemplary aspects of the claimed subject matter. The aforementioned systems, devices, circuits, components have been described with respect to interaction between several components and/or blocks. It can be appreciated that such systems, devices, circuits, and components and/or blocks can include those components or specified sub-components, some of the specified components or sub-components, and/or additional components, and according to various permutations and combinations of the foregoing. Sub-components can also be implemented as components communicatively coupled to other components rather than included within parent components (hierarchical). Additionally, it should be noted that one or more components may be combined into a single component providing aggregate functionality or divided into several separate sub-components, and any one or more middle layers, such as a management layer, may be provided to communicatively couple to such sub-components in order to provide integrated functionality. Any components described in this disclosure may also interact with one or more other components not specifically described in this disclosure but known by those of skill in the art.

In addition, the words "example" or "exemplary" is used herein to mean serving as an example, instance, or illustration. Any aspect or design described herein as "exemplary" is not necessarily to be construed as preferred or advantageous over other aspects or designs. Rather, use of the word exemplary is intended to present concepts in a concrete fashion. As used in this application, the term "or" is intended to mean an
inclusive “or” rather than an exclusive “or”. That is, unless specified otherwise, or clear from context, “X employs A or B” is intended to mean any of the natural inclusive permutations. That is, if X employs A; X employs B; or X employs both A and B, then “X employs A or B” is satisfied under any of the foregoing instances. In addition, the articles “a” and “an” as used in this application and the appended claims should generally be construed to mean “one or more” unless specified otherwise or clear from context to be directed to a singular form.

In addition, while an aspect may have been disclosed with respect to only one of several embodiments, such feature may be combined with one or more other features of the other embodiments as may be desired and advantageous for any given or particular application. Furthermore, to the extent that the terms “includes,” “including,” “has,” “contains,” variants thereof, and other similar words are used in either the detailed description or the claims, these terms are intended to be inclusive in a manner similar to the term “comprising” as an open transition word without precluding any additional or other elements.

What is claimed is:

1. A method comprising:
   converting, by a system including a processor, an image sequence into an input matrix, wherein a column of the input matrix is a vectorized image related to the image sequence;
   approximating, by the system, the input matrix with a low rank matrix with a lower rank than the input matrix;
   detecting, by the system, one or more outliers of the input matrix; and
   decomposing, by the system, the input matrix as a sum of the low rank matrix, an intensity shift due to the one or more outliers, and random noise according to:

\[
D \approx B + E + \epsilon,
\]

where D is the input matrix, B is the low rank matrix, E is the intensity shift caused by the one or more outliers and \( \epsilon \) is the random noise.

2. The method of claim 1, further comprising neglecting, by the system, the random noise.

3. The method of claim 1, wherein the detecting further comprises comparing an intensity of an entry of the input matrix to a corresponding intensity of the low rank matrix.

4. The method of claim 3, wherein the detecting further comprises identifying the one or more outliers in response to the intensity of the entry of the input matrix differing from the corresponding intensity of the low rank matrix.

5. The method of claim 1, further comprising minimizing, by the system, an energy function to facilitate the approximating and the detecting.

6. The method of claim 5, wherein the minimizing further comprises iterating the approximating and the detecting at least until a convergence is reached between the approximating and the detecting.

7. The method of claim 5, wherein the minimizing further comprises minimizing the energy function having a first term describing the difference between the input matrix and the low-rank matrix, a second term measuring a property of the low rank matrix and a third term measuring a property of absolute values of the one or more outliers.

8. The method of claim 7, wherein the minimizing further comprises minimizing the energy function having a fourth term assuming that pixels neighboring each other belong to a same class.

9. The method of claim 8, wherein the same class is one of outliers or non-outliers.

10. The method of claim 1, wherein the converting further comprises converting an ultrasound image sequence, a computed tomography image sequence, or a magnetic resonance imaging sequence into the input matrix.

11. A system comprising:
   a processor, communicatively coupled to a memory, that facilitates execution of computer-executable components to perform operations, comprising:
   converting an image sequence into an input matrix, wherein a column of the input matrix is a vectorized image related to the image sequence;
   approximating the input matrix with a low rank matrix with a lower rank than the input matrix;
   detecting an outlier of the input matrix; and
   decomposing the input matrix as a sum of the low rank matrix, an intensity shift due to the outlier, and random noise according to:

\[
D \approx B + E + \epsilon,
\]

where D is the input matrix, B is the low rank matrix, E is the intensity shift caused by the outlier and \( \epsilon \) is the random noise.

12. The system of claim 11, wherein the operations further comprise: neglecting the random noise.

13. The system of claim 11, wherein the detecting further comprises comparing an intensity of an entry of the input matrix to a corresponding intensity of the low rank matrix.

14. The system of claim 11, wherein the detecting further comprises identifying the outlier in response to the intensity of the entry of the input matrix differing from the corresponding intensity of the low rank matrix.

15. The system of claim 11, wherein the operations further comprise: minimizing an energy function to facilitate the approximating and the detecting.

16. The system of claim 15, wherein the minimizing further comprises iterating the approximating and the detecting at least until a convergence is reached between the approximating and the detecting.

17. The system of claim 15, wherein the minimizing further comprises minimizing the energy function having a first term describing the difference between the input matrix and the low-rank matrix, a second term measuring a property of the low rank matrix and a third term measuring a property of absolute values of the outlier.

18. The system of claim 17, wherein the minimizing further comprises minimizing the energy function having a fourth term assuming that pixels neighboring each other belong to a same class, and wherein the same class is one of outlier or non-outlier.

19. The system of claim 11, wherein the converting further comprises converting an ultrasound image sequence, a computed tomography image sequence, or a magnetic resonance imaging sequence into the input matrix.

20. A non-transitory computer-readable medium having computer-executable instructions stored thereon that, in response to execution, cause a device including a processor to perform operations, comprising:
   converting an image sequence into an input matrix, wherein a column of the input matrix is a vectorized image related to the image sequence;
   approximating the input matrix with a low rank matrix with a lower rank than the input matrix;
   detecting an outlier of the input matrix; and
   decomposing the input matrix as a sum of the low rank matrix, an intensity shift due to the outlier, and random noise according to:

\[
D \approx B + E + \epsilon,
\]
where $D$ is the input matrix, $B$ is the low rank matrix, $E$ is the intensity shift caused by the outlier and $\epsilon$ is the random noise.